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Abstract

Power and the assessing goodness of fit of cumulative models for ordinal response data with two nominal interaction term of explanatory variables are investigated. The magnitude of goodness-of-fit statistics, the coefficients of determination or \( R^2 \) analogs, the likelihood ratio statistic, \( G^2 \), AIC (Akaike Information Criterion, Akaike, 1973), and BIC (Bayesian Information Criterion, Schwarz, 1978) are calculated. The simulations have been conducted for the multinomial logit models with \( K=3 \) response categories and two random explanatory variables \( X_1 \) and \( X_2 \) whose joint distribution of \((X_1, X_2)\) is assumed to be multinomial with probabilities \( \pi_1, \pi_2, \pi_3, \) and \( \pi_4 \), corresponding to \((X_1, X_2)\) values of \((0, 0), (0,1), (1, 0), (1, 1)\), respectively. Three sets of \((\pi_1, \pi_2, \pi_3, \pi_4)\) are studied to represent different distributional shapes, which were chosen to induce possibly strong effects such that \( \beta_1 = \log 2 \), \( \beta_2 = \log 3 \), and \( \beta_{12} = 0.0 - 4.5 \) (increment 0.3), namely \((X_1, X_2)\)–multinomial \((0.10,0.35,0.45,0.10)\), \((X_1, X_2)\)– multinomial \((0.50,0.30,0.10,0.10)\), and \((X_1, X_2)\)–multinomial \((0.25,0.25,0.25,0.25)\). Four sets of the three ordered category distributing corresponding with the \((X_1, X_2)\) were again generated through the models under the proportions of \((p_1, p_2, p_3)\), namely \( Y \)– multinomial \((p_1, p_2, p_3)\): \((0.05,0.20,0.75)\), \((0.25,0.50,0.25)\), \((0.50,0.20,0.25)\), and \((0.33,0.33,0.33)\) from which it follows that the true model intercepts are \( \alpha_1 = \log \frac{p_1}{p_2 + p_3} \), \( \alpha_2 = \log \frac{p_1 + p_2}{p_3} \), corresponding to the proportions of \( Y = 1, 2, 3 \) respectively. Four sample sizes of 600, 800, 1,000, and 1,500 units were performed. Each condition was carried out for 1,000 repeated simulations using the developed macro program run with the Minitab Release 11.

The results under the distribution conditions of \((X_1, X_2)\)– multinomial \((0.1,0.35,0.45,0.1)\) and \( Y \sim (0.55, 0.20, 0.25) \) show that all goodness-of-fit statistics perform better than those of the distribution conditions of which \( Y \sim (0.25,0.5,0.25) \) and \( Y \sim (0.33,0.33,0.33) \) in term of the power of the tests, means and standard deviations of goodness-of-fit statistics. These results are also similar to the condition when \((X_1, X_2)\)– \((0.50,0.30,0.1,0.1)\). However, when the distribution conditions are symmetric such that \((X_1, X_2)\)– \((0.25,0.25,0.25,0.25)\) and \( Y \sim (0.33,0.33,0.33) \) all statistics are much generally improved the model fits. In conclusion it probably is recommended to use large sample sizes in the analysis of ordinal categorical responses when the distributions of variables are asymmetric, except only when the distribution of the response categories is clearly increasing in order. Besides this, there is also a tendency to improve the model fit by using the models with an interaction term when the correlated structures between the explanatory variables are evident.
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Introduction

Statistical modeling is generally an iterative process. A minimal/initial model is developed, and fitted to a data set and examined. Further models for the data may then be proposed and specified, with the form of the current model being based on the information provided by the previous models. Throughout the last thirty or so years, statistical modeling has been centered around the classical linear models (LMs) which have focused on the normal distribution properties and homogeneity (constant variance), for example, regression models, ANOVA models (Aitkin et al., 1989). In the present texts, statistical modeling for categorical data analyses are widely used and are developing rapidly so that applying generalized linear models (GLMs) become common and well known statistical models under the impetus of application in disciplines as widely varied as the following: agriculture, demography, ecology, economics, education, engineering, environmental studies and pollution, geography, geology, health science, history, computer, medicine, political science, psychology and sociology (Lindsey, 1997; Lawal, 2003). GLMs appeared on the statistical scene in the path breaking article of Nelder and Wedderburn (1972). They generalize the classical linear models based on the normal distribution to involve two aspects: a variety of distributions from continuous to discrete or categorical, exponential family distribution models and they also involve transformations of mean, through the link functions, linking the systematic part of models to the mean of one of the distributions. Thus, GLMs are now a mature data-analytic methodology. They are developed to handle the correlated structures and overdispersion known as Generalized Estimating Equations (GEEs) by Liang and Seger (1986), as well as, ways to handle Generalized Additive Models (GAMs) by Hastie and Tibshirani (1990). GLMs have also been developed further by, for example, Jorgensen (1997) for modifications of exponential families, Heyde (1997) for the theory of quasi-likelihood, and McCulloch and Searle, 2001 for Generalized Linear and Mixed Models (GLMMs).

More recently, log-linear models and logit models for discrete, categorical data become well known in the social sciences, applied science, and medicine. The cumulative logit models such as the proportional odds models (Walker and Duncan, 1967; McCullagh, 1980) and the continuation-ratio models for ordinal response (Fienberg, 1980) have been the primary focus in epidemiological and biomedical applications (Amstrong and Sloan, 1989; Peterson and Harrell, 1990; Lipsitz et al., 1996; Cole et al., 2003) while other models for the analysis of ordinal outcomes have received less attention.

This paper presents a synthesized GLMs, generalized logit models for analyzing ordinal responses corresponding to the nominal explanatory variables, with and without two-factor interaction. However, many models for ordinal response are developed under rather strong assumption such as the proportional odds assumption, which becomes a popular model for analyzing studies with an ordered categorical outcome. Departures from these assumptions may well result in the incorrect model formulation. Thus, the purpose of this research is to analyze the performance of the proportional odds ratio models, which contain only the main effects and that the interaction effect using goodness-of-fit-statistics and the power of tests.

The Cumulative Logit Models

The cumulative logit model was originally proposed by Walker and Duncan (1967) and later called the proportional odds model by McCullagh (1980). The cumulative logits are defined (Agresti, 2002) as

\[ P( Y \leq j \mid x ) = p_1 + p_2 + \ldots + p_j, \quad j = 1, \ldots, K. \]

Then,

\[ \text{logit}[P(Y \leq j \mid x)] = \log \left( \frac{P(Y \leq j \mid x)}{1 - P(Y \leq j \mid x)} \right) \]
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\[ \log \frac{P(Y \leq j \mid x)}{P(Y > j \mid x)} = \alpha_j + x' \beta, \quad j = 1, \ldots, K-1. \]

A model that simultaneously uses all cumulative logit is

\[ \log P(Y \leq j \mid x) = \alpha_j + x' \beta, \quad j = 1, \ldots, K-1. \]

This model, which extends the logistic model for binary responses to allow for several ordinal responses, has often involved modeling cumulative logits, generalized cumulative logit models (Cole et al., 2003) and also those models often used in repeated measurement modeling (Mc.Culloch, 2000, Mc. Culloch and Searle, 2001). Consider a multinomial response variable Y with categorical outcomes, denoted by 1, ..., K and let X denote a p-dimensional vectors of explanatory variables or covariates. The dependence of the cumulative probabilities of Y on X’s for the proportional odds model is often of the form in (1).

\[ \log \frac{P(Y \leq j \mid x)}{P(Y > j \mid x)} = \alpha_j + x' \beta, \quad j = 1, \ldots, K-1. \]  

It can be expressed in the form

\[ \log \frac{P(Y \leq j \mid x)}{P(Y > j \mid x)} = \alpha_j + x' \beta, \quad j = 1, \ldots, K-1. \]

Each cumulative logit has its own intercept. The \( \{\alpha_j\} \) are increasing in j, since \( P(Y \leq j \mid x) \) increases in j for fixed x, and the logit is an increasing function of this probability and each cumulative logit uses all K response categories.

Hence, for K=3, and j = 1, ..., K-1=2, the model (1) consists of two simultaneously cumulative link-functions for solving the model parameters in the following equations:

\[ \log \frac{P(Y \leq j \mid x)}{P(Y > j \mid x)} = \alpha_j + x' \beta, \quad j = 1, \ldots, K-1. \]

Where, \( \alpha_j \) are the intercept parameters.

\( \beta = (\beta_1, \beta_2, \ldots, \beta_p)' \) is a vector of coefficients corresponding to X’s, and

\[ P(Y \leq j \mid x) = p_{j1} + p_{j2} + \ldots + p_{jk}, \quad j = 1, \ldots, K. \]

Similarly to (1), we have (2) and (3).

The proportional odds ratio model (minimal):

\[ \log \left( \begin{array}{c} \frac{p_{k+1} + \ldots + p_{K}}{p_1 + \ldots + p_k} \end{array} \right) = \alpha_k + \beta_1 x_1 + \beta_2 x_2 + \ldots \]

\[ k = 1, 2, 3, \quad i = 1, 2, \ldots n \]

The proportional odds ratio with two-factor-interaction model (Interaction):

\[ \log \left( \begin{array}{c} \frac{p_{i+k} + \ldots + p_{K}}{p_i + \ldots + p_k} \end{array} \right) = \alpha_i + \beta_{1j} x_1 + \beta_{2j} x_2 + \beta_{12} x_1 x_2 \]

\[ k = 1, 2, 3, \quad i = 1, 2, \ldots n \]

Simulation and Statistical Analyses

The simulations have been conducted for the multinomial logit models with K=3 response categories and two random explanatory variables X_1 and X_2 whose joint distribution of (X_1, X_2) is assumed to be multinomial with probabilities \( \pi_1, \pi_2, \pi_3, \pi_4 \), corresponding to (X_1, X_2) values of (0, 0), (0, 1), (1, 0), (1, 1), respectively. Three sets of \( (\pi_1, \pi_2, \pi_3, \pi_4) \) are studies to represent different distributional shapes, which were chosen to induce possibly strong effects such that \( \beta_1 = \log 2, \beta_2 = \log 3 \), and \( \beta_{12} = 0.0 - 4.5 \), namely (X_1, X_2)~multinomial(0.10, 0.35, 0.45, 0.10), (X_1, X_2)~ multinomial (0.50,0.30,0.10,0.10), and (X_1, X_2)~multinomial (0.25,0.25,0.25,0.25). Four sets of the three ordered category distributing corresponding with the (X_1, X_2) were again generated through the models studies in the form of (1.1)-(1.2)
under the proportions of \((p_1, p_2, p_3)\), namely
\(Y \sim \text{multinomial}(p_1, p_2, p_3)\): \((0.05,0.20,0.75), (0.25, 0.50,0.25), (0.5,0.20,0.25), \text{and (0.33,0.33,0.33)}\)
from which it follows that the model parameters to be used in each condition are
\[\alpha = \log \frac{p_1 + p_2}{p_3}, \beta_1 = \log 2, \text{and } \beta_2 = \log 3\]
for varied \(\beta_{12}\) from 0-4.5 (increment 0.3), corresponding to the proportion of \(Y = 1, 2, 3\) respectively. Consequently, the categorical responses are corresponded with \(X\)'s
under the true models, will be random at each setting of fixed values of the explanatory variables \((X_1, X_2)\)
through the cut points and the specified proportions. Four sample sizes were specified to vary from
\(n = 600, 800, 1,000\) and \(1,500\) units. All results were performed for 768 (=4 x 3 x 4 x 16) conditions. Each of which for each model was carried out 1,000
replicates of data sets.

Statistical analyses in assessing goodness of fit of models consist of several statistics which were
computed for each combination of the model conditions. The likelihood ratio statistics, the
generalized coefficients of determination or \(R^2\) analogs, the percentage correct classification (PCC)
of predictive efficiency, the power of the tests, AIC (Akaike Information Criterion, Akaike, 1973), BIC
(Baysian Information Criterion, Schwarz, 1978) are evaluated.

All the statistics were computed using the following formulae:
\[G_M = -2 [\ln(L_O) - \ln(L_M)]\] (The model chi-square statistic)
\[R^2_c = \frac{G_M}{G_M + n}\] (The contingency coefficient \(R^2\), Aldrich & Nelson, 1984.)
\[R^2_L = \frac{[\ln(L_O) - \ln(L_M)]}{\ln(L_O)} = 1 - \left[\frac{\ln(L_M)}{\ln(L_O)}\right]\]
(The log likelihood ratio \(R^2\), McFadden, 1974; Menard, 1995)

\[R^2_M = 1 - \left[\frac{L_O}{L_M}\right]^\frac{1}{2}\] (The geometric mean squared improvement per observation
\[R^2, \text{ Cox & Snell, 1989;}\]
Maddala, 1983; Ryan, 1997)
\[R^2_N = \frac{1 - (L_O/L_M)^2}{1 - (\hat{L}_O/\hat{L}_M)^2}\] (The adjusted geometric mean squared improvement
\[R^2, \text{ Nagelkerke, 1991; Ryan, 1997}\]

PCC = The average percentage correct classified of model from 1,000 data sets.
AIC = \(G_M - 2 (\Delta df)\), BIC = \(G_M - (\log(n))(\Delta df)\),
(Lawal, 2003).
The power of the test is the percentage corresponding to the rejection of \(H_0\) when \(H_1\) is
false in 1,000 simulations.

Whereas,
\(n\) = sample size
\(L_O\) = the likelihood function for the model containing only the intercept.
\(L_M\) = the likelihood function for the model containing all of the predictors.
\(G_M = -2 [\ln(L_O) - \ln(L_M)] = \) the model chi-square statistic.

All computer simulation programs were developed using the MINITAB macro language and run by
MINITAB release 11 on Pentiums IV.

Research Results

Several models for analyzing data with ordinal responses have been fitted and also are examined their
goodness-of-fits. The mean and standard deviation, based on 1,000 simulations, of each goodness-of-fit
statistic (\(R^2_M\), BIC, PCC) are summarized in Table 1 – Table 3 (appendix 5-7). All statistics are classified by
\(Y\)'s and \(X\)'s distributions, \(\beta_{12}\), and the different sample sizes. For \(\beta_{12} = 0\), it corresponds with the cumulative
model with main effects or without interaction, whereas, for \(\beta_{12} \neq 0\), it do corresponds with the model
with two-factor interaction.
The results are shown that the magnitude of goodness-of-fit statistics, the coefficients of determination or \( R^2 \) analogs, and the percentage correct classification (PCC) increase as both the sample sizes and the parameter \( \beta_{12} \) increase. For other \( R^2 \) analogs, results are all quite similar. We then report only the \( R_N \) or the Nagelkerke’s \( R^2 \) analog and BIC statistics. The likelihood ratio statistic, and the BIC statistic tend to decrease as the sample sizes and \( \beta_{12} \) are large. Thus, statistics do vary dependently upon the distributions of Y and X’s (Table 1-3).

Under the distribution conditions of \((X_1, X_2) \sim (0.1,0.35,0.45,0.1)\) and \(Y \sim (0.55,0.20,0.25)\). Most goodness-of-fit statistics perform better than those of distribution conditions of which \(Y \sim (0.25,0.5,0.25)\) and \(Y \sim (0.33,0.33,0.33)\), except for \(R_N\) statistic (Table 1). These results are also similar to the condition when \((X_1, X_2) \sim (0.50,0.30,0.1,0.1)\) (Table2). However when the distribution conditions are symmetric, such that \((X_1, X_2) \sim (0.25,0.25,0.25,0.25)\), all statistics for \(Y \sim (0.33,0.33,0.33)\) are much generally improved the model fits (Table3).

Therefore, in terms of goodness-of-fit statistics, BIC and \( R^2 \) analog, the results indicate that when both distributions of Y’s and X’s are symmetric, they give good fits, especially when X’s are most correlated or when \( \beta_{12} \) is large (Table3). However, when considering in term of PCC, the results are different. This is also possible because the conclusions based on \( R^2 \) analogs are not necessarily consistent with the conclusions based on the predictive efficiency, with respect to which of several outcomes is better predicted by a given model.

The comparisons in term of the power of the tests, all results concerning with power plots between power and the parameter \( \beta_{12} \) are compared among the four sample sizes: 600, 800, 1,000 and 1,500 for each combination of Y’s and X’s distributions (Figure 1-12 in appendix 1-4). It is found that the results do confirm the previous ones that the power of the tests varies according to the distributions of Y’s and X’s, \( \beta_{12} \) and the increasing sample sizes. Moreover, the power of the tests when the distributions are symmetric, provide more and rapidly approach to 1.00 than those of the distributions are asymmetric, excepting the case when the distribution of Y is in increasing order, \(Y \sim (0.05,0.20,0.75)\) (Figure 1, 5, 9 in Appendix 1-4).

**Conclusion and Recommendation**

The results are concluded that the goodness-of-fit statistics and tests perform well and do vary according to different distributions of Y’s and that of \(X_1, X_2, \beta_{12}\) and the sample sizes of 600, 800, 1,000, and 1,500 units. In addition, good performance in terms of power of the test and their means and standard deviations occur when the distributions of Y’s and \((X_1, X_2)\) probably have symmetric shapes (Figure 12 and Table 3) as well as when the distribution of Y is in increasing order (Figure 9).

Due to the above results, it is recommended that in practice for the situations encountered with the asymmetric distributions of Y’s and X’s, it is possibly safety to use large sample sizes for analysis of ordered categorical data in order to gain some power of the tests. Moreover, for the correlated structures of the explanatory variables, there is a tendency to improve a model fit with two-factor interaction to get a better fit of a model with ordinal response categories and their corresponding nominal explanatory variables (Figure 9 and Table 3).
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Appendix 1:

Figure 1-3 Power plots versus $\beta_{12}$ for each condition of $X_1, X_2$ and $Y$ distributions under 4 sample sizes

- **Figure 1**: Power under $(X_1, X_2) \sim \text{multinomial}(0.10, 0.35, 0.45, 0.10)$ and $Y \sim \text{multinomial}(0.05, 0.20, 0.75)$
- **Figure 2**: Power under $(X_1, X_2) \sim \text{multinomial}(0.10, 0.35, 0.45, 0.10)$ and $Y \sim \text{multinomial}(0.55, 0.20, 0.25)$
- **Figure 3**: Power under $(X_1, X_2) \sim \text{multinomial}(0.10, 0.35, 0.45, 0.10)$ and $Y \sim \text{multinomial}(0.25, 0.5, 0.25)$

Appendix 2:

Figure 4-6 Power plots versus $\beta_{12}$ for each condition of $X_1, X_2$ and $Y$ distributions under 4 sample sizes

- **Figure 4**: Power under $(X_1, X_2) \sim \text{multinomial}(0.10, 0.35, 0.45, 0.10)$ and $Y \sim \text{multinomial}(0.33, 0.33, 0.33)$
- **Figure 5**: Power under $(X_1, X_2) \sim \text{multinomial}(0.50, 0.30, 0.10, 0.10)$ and $Y \sim \text{multinomial}(0.05, 0.20, 0.75)$
- **Figure 6**: Power under $(X_1, X_2) \sim \text{multinomial}(0.50, 0.30, 0.10, 0.10)$ and $Y \sim \text{multinomial}(0.55, 0.20, 0.25)$
Appendix 3:

Figure 7-9 Power plots versus $\beta_{12}$ for each condition of $X_1$, $X_2$ and $Y$ distributions under 4 sample sizes

Figure 7 Power under $(X_1, X_2) \sim$ multinomial (0.50, 0.30, 0.10, 0.10) and $Y \sim$ multinomial (0.25, 0.5, 0.25)

Figure 8 Power under $(X_1, X_2) \sim$ multinomial (0.50, 0.30, 0.10, 0.10) and $Y \sim$ multinomial (0.33, 0.33, 0.33)

Figure 9 Power under $(X_1, X_2) \sim$ multinomial (0.25, 0.25, 0.25, 0.25) and $Y \sim$ multinomial (0.05, 0.20, 0.75)

Appendix 4:

Figure 10-12 Power plots versus $\beta_{12}$ for each condition of $X_1$, $X_2$ and $Y$ distributions under 4 sample sizes

Figure 10 Power under $(X_1, X_2) \sim$ multinomial (0.25, 0.25, 0.25, 0.25) and $Y \sim$ multinomial (0.55, 0.20, 0.25)

Figure 11 Power under $(X_1, X_2) \sim$ multinomial (0.25, 0.25, 0.25, 0.25) and $Y \sim$ multinomial (0.25, 0.5, 0.25)

Figure 12 Power under $(X_1, X_2) \sim$ multinomial (0.25, 0.25, 0.25, 0.25) and $Y \sim$ multinomial (0.33, 0.33, 0.33)
### Appendix 5: Table 1 Means and standard-deviations of RN, BIC, PCC classified by $\beta_2$, sample sizes, distributions of $Y'$s and $(X1,X2)$ ~ multinomial $(0.10,0.35,0.45,0.10)$

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$Y&lt;0.05, 0.20, 0.75$</th>
<th>$Y&lt;0.25, 0.5, 0.25$</th>
<th>$Y&lt;0.55, 0.20, 0.25$</th>
<th>$Y&lt;0.33, 0.33, 0.33$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$\beta_2$</td>
<td>Mean(SD)</td>
<td>BIC</td>
</tr>
<tr>
<td>Sample size 600</td>
<td>0.0</td>
<td>0.09872</td>
<td>100.20</td>
<td>61.9609</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.09736</td>
<td>124.71</td>
<td>60.8477</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.10083</td>
<td>92.25</td>
<td>65.5007</td>
</tr>
<tr>
<td>Sample size 800</td>
<td>0.0</td>
<td>0.11035</td>
<td>149.13</td>
<td>61.7759</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.10960</td>
<td>173.59</td>
<td>60.1859</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.11834</td>
<td>119.45</td>
<td>65.8470</td>
</tr>
<tr>
<td>Sample size 1000</td>
<td>0.0</td>
<td>0.11035</td>
<td>92.25</td>
<td>65.5007</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.10436</td>
<td>124.71</td>
<td>60.8477</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.10083</td>
<td>92.25</td>
<td>65.5007</td>
</tr>
<tr>
<td>Sample size 1500</td>
<td>0.0</td>
<td>0.11035</td>
<td>92.25</td>
<td>65.5007</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.10436</td>
<td>124.71</td>
<td>60.8477</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.10083</td>
<td>92.25</td>
<td>65.5007</td>
</tr>
</tbody>
</table>

### Appendix 6: Table 2 Means and standard-deviations of RN, BIC, PCC classified by $\beta_2$, sample sizes, distributions of $Y'$s and $(X1,X2)$ ~ multinomial $(0.50,0.30,0.10,0.10)$

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$Y&lt;0.05, 0.20, 0.75$</th>
<th>$Y&lt;0.25, 0.5, 0.25$</th>
<th>$Y&lt;0.55, 0.20, 0.25$</th>
<th>$Y&lt;0.33, 0.33, 0.33$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n$</td>
<td>$\beta_2$</td>
<td>Mean(SD)</td>
<td>BIC</td>
</tr>
<tr>
<td>Sample size 600</td>
<td>0.0</td>
<td>0.03647</td>
<td>247.62</td>
<td>61.6158</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.03649</td>
<td>248.47</td>
<td>61.0401</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.03671</td>
<td>241.25</td>
<td>61.0455</td>
</tr>
<tr>
<td>Sample size 800</td>
<td>0.0</td>
<td>0.03647</td>
<td>247.62</td>
<td>61.6158</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.03649</td>
<td>248.47</td>
<td>61.0401</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.03671</td>
<td>241.25</td>
<td>61.0455</td>
</tr>
<tr>
<td>Sample size 1000</td>
<td>0.0</td>
<td>0.03647</td>
<td>247.62</td>
<td>61.6158</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.03649</td>
<td>248.47</td>
<td>61.0401</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.03671</td>
<td>241.25</td>
<td>61.0455</td>
</tr>
<tr>
<td>Sample size 1500</td>
<td>0.0</td>
<td>0.03647</td>
<td>247.62</td>
<td>61.6158</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.03649</td>
<td>248.47</td>
<td>61.0401</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.03671</td>
<td>241.25</td>
<td>61.0455</td>
</tr>
</tbody>
</table>
### Appendix 7: Table 3 Means and standard-deviations of RN, BIC, PCC classified by $\beta_{12}$, sample sizes, distributions of $Y$'s and $(X1,X2) \sim$ multinomial (0.25,0.25,0.25,0.25)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Distribution</th>
<th>$Y \sim (0.05, 0.20, 0.75)$</th>
<th>$Y \sim (0.25, 0.5, 0.25)$</th>
<th>$Y \sim (0.55, 0.20, 0.25)$</th>
<th>$Y \sim (0.33, 0.33, 0.33)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>0.0</td>
<td>0.116262 Mean(SD) (0.0259284)</td>
<td>0.119802 Mean(SD) (0.0258506)</td>
<td>0.119802 Mean(SD) (0.0258506)</td>
<td>0.119802 Mean(SD) (0.0258506)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(107.32) (25.9330)</td>
<td>(57.0148) (22.6035)</td>
<td>(57.0148) (22.6035)</td>
<td>(57.0148) (22.6035)</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.408556 Mean(SD) (0.0309202)</td>
<td>0.310112 Mean(SD) (0.028547)</td>
<td>0.310112 Mean(SD) (0.028547)</td>
<td>0.310112 Mean(SD) (0.028547)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(978.37) (29.4688)</td>
<td>(63.3565) (2.31997)</td>
<td>(63.3565) (2.31997)</td>
<td>(63.3565) (2.31997)</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.584123 Mean(SD) (0.0236428)</td>
<td>0.380440 Mean(SD) (0.023560)</td>
<td>0.380440 Mean(SD) (0.023560)</td>
<td>0.380440 Mean(SD) (0.023560)</td>
</tr>
<tr>
<td>800</td>
<td>0.0</td>
<td>0.124660 Mean(SD) (0.0238710)</td>
<td>0.117021 Mean(SD) (0.0223368)</td>
<td>0.117021 Mean(SD) (0.0223368)</td>
<td>0.117021 Mean(SD) (0.0223368)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1430.32) (29.9003)</td>
<td>(1495.08) (26.4045)</td>
<td>(1495.08) (26.4045)</td>
<td>(1495.08) (26.4045)</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.429295 Mean(SD) (0.0281143)</td>
<td>0.311231 Mean(SD) (0.0255582)</td>
<td>0.311231 Mean(SD) (0.0255582)</td>
<td>0.311231 Mean(SD) (0.0255582)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1292.72) (36.4550)</td>
<td>(1287.55) (29.8291)</td>
<td>(1287.55) (29.8291)</td>
<td>(1287.55) (29.8291)</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.60807 Mean(SD) (0.0208170)</td>
<td>0.526992 Mean(SD) (0.0199446)</td>
<td>0.526992 Mean(SD) (0.0199446)</td>
<td>0.526992 Mean(SD) (0.0199446)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1059.16) (37.2757)</td>
<td>(1209.89) (22.9146)</td>
<td>(1209.89) (22.9146)</td>
<td>(1209.89) (22.9146)</td>
</tr>
<tr>
<td>1000</td>
<td>0.0</td>
<td>0.115219 Mean(SD) (0.0203673)</td>
<td>0.118871 Mean(SD) (0.0201180)</td>
<td>0.118871 Mean(SD) (0.0201180)</td>
<td>0.118871 Mean(SD) (0.0201180)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1810.38) (33.3417)</td>
<td>(1872.84) (22.7998)</td>
<td>(1872.84) (22.7998)</td>
<td>(1872.84) (22.7998)</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.441791 Mean(SD) (0.0247812)</td>
<td>0.350482 Mean(SD) (0.0223053)</td>
<td>0.350482 Mean(SD) (0.0223053)</td>
<td>0.350482 Mean(SD) (0.0223053)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1642.97) (39.2765)</td>
<td>(1626.84) (31.2972)</td>
<td>(1626.84) (31.2972)</td>
<td>(1626.84) (31.2972)</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.594478 Mean(SD) (0.0185410)</td>
<td>0.57511 Mean(SD) (0.0160851)</td>
<td>0.57511 Mean(SD) (0.0160851)</td>
<td>0.57511 Mean(SD) (0.0160851)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1359.05) (2.06405)</td>
<td>(1352.73) (27.1699)</td>
<td>(1352.73) (27.1699)</td>
<td>(1352.73) (27.1699)</td>
</tr>
<tr>
<td>1500</td>
<td>0.0</td>
<td>0.110026 Mean(SD) (0.0164139)</td>
<td>0.122105 Mean(SD) (0.016625)</td>
<td>0.122105 Mean(SD) (0.016625)</td>
<td>0.122105 Mean(SD) (0.016625)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2703.23) (41.6660)</td>
<td>(2841.05) (35.1975)</td>
<td>(2841.05) (35.1975)</td>
<td>(2841.05) (35.1975)</td>
</tr>
<tr>
<td></td>
<td>2.1</td>
<td>0.420350 Mean(SD) (0.0198970)</td>
<td>0.321496 Mean(SD) (0.0181893)</td>
<td>0.321496 Mean(SD) (0.0181893)</td>
<td>0.321496 Mean(SD) (0.0181893)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2452.16) (47.3426)</td>
<td>(2415.86) (38.4014)</td>
<td>(2415.86) (38.4014)</td>
<td>(2415.86) (38.4014)</td>
</tr>
<tr>
<td></td>
<td>4.5</td>
<td>0.55967 Mean(SD) (0.0115461)</td>
<td>0.597142 Mean(SD) (0.0146008)</td>
<td>0.597142 Mean(SD) (0.0146008)</td>
<td>0.597142 Mean(SD) (0.0146008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2024.14) (47.1027)</td>
<td>(2067.54) (30.8465)</td>
<td>(2067.54) (30.8465)</td>
<td>(2067.54) (30.8465)</td>
</tr>
</tbody>
</table>