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Abstract 

In this paper, we discuss the shape of traveling wave front solutions to a neuronal lllodel with the connection function 
(0 be of lateral excitation type. This means that close connecting cells have an inhibitory infiuence, while celts that are 
more distant have an excitatory influence. We give results on the shape of the wave fronts solutions, which exhibit different 
shapes depend ing on the size of a threshold parameter. 
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1. Introduction 

Neuronal systems are very complicated. There are 
approximately 10 12 neurons in the human brain and loll 
synapses. Abnormal electricai discharges from brain cells 
result in a recurrent seizure disorder such as epilepsy and 
migraine. Work on neural fields has its origins in the 
pioneering work of Beurle (1956), Griffith (1963, 1965), 
Wilson and Cowan (1972, 1973), Amari (1975, 1977), and 
Kishimoto and Amari (1979). Beurle (1956) provided a first 
detailed analysis of the triggering and propagation of large
scale brain activities, considering the proportion of neurons 
becoming activated per unit time in a given volume element 
of tissue slice, which is consisting of randomly connected 
neurons. Beurle dealt only with networks of excitatory 
neurons without recovery, but confirmed the possibility of 
large-scale traveling and rotating waves in nervous tissue. 
Wilson and Cowan (1972, 1973) extended Beude's work to 
include both excitatory and inhibitory neurons, as well as 
incorporating neural refractoriness. 
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Most of the analytic and computational work on 
continuous neural field models involves a one-space di
mension. As mentioned above, since stationary solutions 
represent short-term memories, it is still an active research 
area (Laing and Longtin, 2001; Coombes e/ at., 2003; Coville 
and Dupaigne, 2005). Amari (1977) considered the existence 
and stability of a single bump steady state in the high-gain 
limiting case, while the two bump solutions seem not to be 
stable (Laing and Troy, 2003). Modification of the connec
tion function can stabilize or destabilize the bump structures 
(Laing et al., 2002; Guo and Chow, 2005). Moreover, Rubin 
and Troy (2004) explored the bump in a single population 
of spiking neurons on the assumption that the kernel was an 
off-center coupling function, that is, it was assumed to be 
continuous, symmetric, and positive on (xo, Xl)' and nega
tive on (-xo,x o), and (x1,co) for any arbitrary constants 
x o, XI ' such that 0 < X o < Xl . The shape of the connection 
function can also allow other types of solutions, such as 
lurching traveling waves (Golomb and Ermentrout, 1999), 
and other patterns (Price, ]997; Jirsa and Kelso, 2000; 
Werner and Richter, 200 1). There is ongoing bi furcation 
work to understand what patterns are possible, but the 
investigations are presently incomplete. 

The body of work on propagating fronts and pulses is 
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fairly extensive now, see e.g. Jirsa and Haken (1996), 
Hoppensteadt and Mittelmann (1997), Pinto and Ermentrout 
(200 Ia,b), Wennekers (2002), Enculescu (2004), Jalics 
(2004), Richardson el al. (2005), and Ruktamatakul el al. 

(2006). For the scalar problem, Ermentrout and McLeod 
(1993) proved existence and uniqueness of traveling wave 
fronts via continuation methods (see also Bates el af., 1997; 
Chen et al., 1997), and Chen (2003) extended the work. For 
some specific connection functions and the high-gain limit 
for the firing rate function, there are specific eXistence, unique
ness, and stability results available (Pinto and Ermentrout, 
2001a; Enculescu, 2004; Zhang, 2004; Ruktamatakul et aI., 
2006). Chen (1997) used a comparison argument to obtain 
existence and qualitative properties of solutions. Fife (1995), 
although his application area is material science, discusses 
comparison results for related integrod ifferential eq uations. 
With the cort ical layers more properly modeled by neural 
fields as a 2D structure, then plane waves and wave trains, 
target patterns (Enculescu and Bestehorn, 2003), spiral waves 
(Huang el al., 2004), and other patterns can be investigated. 

2. Mathematical Model 

In this study, we will describe the shape of traveling 
wave front so lutions in a neuronal model. The general neural 
field model, which is proposed by many works such as 
Amari (1977), Pinto and Ermentrout (2001 a), Coombes el 

al. (2003), Zhang (2004), takes the form 

au + II = fK(x,x')f(u(x',t»)dx' +S(x,t). (I)at 
Here II =u(x,!) can be interpreted as an averaged post
synaptic potentia I of ce lis located at space variab Ie x at 
time t. The function K(x,x') is the strength, or weigbt, of 
the connections of neuronal activity at location x' on the 
activity of the neuron at location x. The strength of the 
connection is based on the distance between cells, that is, 
K (x, x') = K (x - x') . We also employ the homogeneous and 
isotropic assumption for the layer so that K (x - x') is an even 
Cunction of its argument. In general, K(x - x') has 
four types, which are called excitatory, inhibitory, lateral
inhibitory, and lateral-excitatory. [n this paper, we will 
analyze only case lateral-excitatory. /(u(x',t)) represents 
the firing rate function and S(x,t) is the stimulation from 
outside the layer. This study we will assume that there is no 
stimulation from outside the layer. [n particular, we will 
investigate the model (I) with .r being the double step 
function so that we may rep lace the function .r by the 
Heaviside step function, H(u - e) , where e is the fixed 
threshold value, H(u - e) =1 for u ~ e and H(u - e) =0 
for u < e.Therefore, the model to be analyzed in this paper 
as sbown in Equation I is written as 

au(xa/ t) + u(x,t) = a fK(x - y)H(u(Y,t) - e)dY. (2) 

3. Analysis of the Wave Front 

In this paper, we will discuss the existe~ce and 
uniqueness of traveling wave front solutions of the form 
u(x,r) =U(z), z =x + vt , for some constant wave speed 
U, and all x E 91 , t > 0 , for a low firing threshold poten
tial, and a high firing threshold potential, and we will give 
some results on the shape of the wave front solution for all 
cases possible. For the following analysis, assume 
(AI) K(x) is continuous, bounded, even, and integrable 

'" 
on the real Iine, and JK (x )dx = 1 . AIso, because of 

the lateral excitatio;' assumption. K(x) < 0 for 

Ixl < xo, and K(x) >0 for Ixl> xo' 
(A2) U(o) = e . 
(A3) V(z) > e ifand only if z > O. 

A typica I example of such cand idate kernel inc ludes 

K(x) =ale -h,lxl - a2e -h,lxl where 0 < a < a2, 0 < bl < h2l 

G, 0, 1 
and	 - - -- ::: ~ as shown in Figure 1. 

hI b2 2 

3.1	 Existence and uniqu eness 0 f traveling wave front 
sol utions 

We will discuss the existence and uniqueness of 
traveling wave front so lutions in the special case of the con
nection function K(x) such that K(x)=K\(x)-K 2 (x), 
K,(x) ;:: _ee ,a 

, K 
2 
(x) :5 -def.'X for x < 0 and K] (x) ;:: -ce- 1a 

, 

K 2 (x) ~ -de-PX for x> O. By Llsing these properties of 
K(x), we shall be. able to prove Theorem 1, 

Theorem 1: Suppose that a and e are positive constants, 

such that 0 < 2e < a. Besides the properties mentioned in 

(AI), we alsO assume that K(x) = K I (x) - Kz(x), K,(x):2: -ee"', 

c d 
K,(x) ~ _de'.'x for x < 0 and (1 )2 < (1 )' , where -	 + llU + pv 

c > d > 0 and 11, p > O. Then, there exists a unique wave 

front u(x,t) = U(z), where z = x + uot , to the scalar 

Equation 2, with unique wave speed Vo= vo(fi) > 0 such 
o x ()	 a- I 

that fe"U K(x)dx = - --. Using (A3), the wave front is 
->0 2 a 

given by 

z x-z 

U(z)=a JK(x)dx:-a Je-;;; K(x)dx. 

Further, we have the limits 

lim (U(z),U'(z)) =(0,0) lim (U(z),U'(z»)= (a,O). 
:;-}--t::;)	 , Z'-~+<X:'l 

Proof: For traveling front solutions, we consider nontrivial 
solutions of the form u(x, l) =V(z), z = x + vt , for some 
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wave speeds u. Substituting this form in Equation 2, we 
obtain 

uU'(z) + U(z):= a f K(z - y)H(U(y) - 8)dy. (3) 

The constant solutions of this equation are U(z) = 

ex fK(z- y)H(U(y)-8)dy. By the property of Heaviside 
'31 

step function; that is, H(x):= I for x 2: 0 and H(x):= 0 for 
x < 0 , we obtain 

4	 Z 

U(z):= ex	 f K(z - y)dy:= a f K(x)dx.
 
o
 

Thus, the traveling wave front, for u > 0, is connecting 

U 5' °< 8 at z := -00 to U + 5' a > e at z := +00 . Equa

tion 3 then reduces to 

uU'(z)+U(z):=a fK(x)dx.	 (4) 
-w 

Write fez) = ex 
z

fK(x)dx, and the Equation 4 then becomes 
, 

uU'(z)+U(z):=j(z) which may be written as (e~u) := 

I .0 
-e"f(z). Thus, 
u 

e~u(z):=;{ ue; fez) - ufe~ j'(X)dr}. 

So, the bounded solution is 

z z X-Z 

U(z)=a fK(x)dr-a fe~K(x)dx. (5) 
-« 

Next, we will prove that there is a unique wave front solu
tion by showing that the wave speed is un ique. To find the 
wave speed from the Equation 5, we define an auxiliary 
function by using the assumption (A2), so that we have 

a of	 !.
8"" A(u):= 2' - ex e" K(x)dx. 

-" 
Then, from the hypotheses, the following limits and in
equalities hold: 

lim A(u)=O<B< a:= limA(u). 
u-,....-'--x:· 2 i)40' 

a Of :::
Furthermore, A'(u):= -2 xc() K(x)dx. The hypotheses on 

U • >: 

K are sufficient to show that A'(u) < 0. Now, 

z	 0" 

~ A'(u):= fxe~ {Kl (x) - K z(x)}dx
 
a -xc
 

o '( 0 x
 

~ f xe~ {eel'" }dx - f xe~ {dept }dt
 

2 2 

eu du ° ----:::-- < 
(l+J.W)2 (l+pu)" 

Hence, by continuity and monotonicity of A(u), there is a 

a ° -x 

unique u:= Uo > 0 such that '2 -a fe (.\' K(x)dx:= 8. 
-OQ 

3.2 Analysis of the shape of wave front 

In this section, we show that the wave front solution 
is a non-monotone function for both the "high" and" low" 

firing threshold potential 8. The difference between the two 

cases is that the wave shape is monotone on (O,+cc) for e 
being cJose to 0, but it is not the case when 8 is close to !?... 

2 
We analyze the wave shape by separating the domain into 

four subintervals, that is (-co,-xu)' (-xo,O), (O,xo) ' and 
(x,}> (0) . 

Lemma 1: For 28 < a, let U(z) be the wave front solution 

to Equation 3. Then, U'(z) > 0 for z < -xu' and therefore 
U'(z) > 0 on z < O. 

Proof: For Z E (-co,-xo) , we have K (x) > O. So, U'(z) = 
a Z {x-z) 

- fe v	 K(x)d),.· > O. Thus, U(z) is monotone increasing 
u -en 

on (-oo,-xo)' 

For 

() '( {) '( 

:= fe;:; K(x)dx- Je; K(x)dx 

Since	 ~>8 and K(x)<O when XE(-Xo,O), so 
2 

~(~-8J> °and - fe~ K(x)dx > O. Thus, ~U'(z)e~ > 0, 

UCz) is monotone in~reasing on (-xo,O). Hence U'(z) > 0 

on z < 0 . 

Lemma 2: For 2{) < a, assume, besides (AI), that K(x) 
satisfies the followi ng. 

I) K(~)Xo <~(8-~J 
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2) There exist m l , P, > 0 such that for some 2, > xo , 

it holds that for x> 2 , , K(x) > In,e- N
. 

3) up, < I . 

Then, 
a) there is a unique z :::: Z, E (O,xo) which is a local 

maximum point for U(z) in that U'(z) > 0 on (0, Z,), and 
U'(z) < 0 on (zwto) . 

b) there is a unique z == 2 2 E (xo'oo) which is a local 

minimum point for U(z) in that U'(z) < 0 on (xo, Z2)' and 
V'(z) > 0 on (Z2'00). 

Proof: If z -7 0', then 

since 2e < a and u > 0 . By continuity, then V'(z) > 0 for 

some interval [0, S) S> O. 

K (0)
Let y, (x) = --(xo - x) such that K(x) ~ y,(x) 

Xo 

on (O,xo)' Since 

'J K(x)d.x < 'Jy, (x)d'C 
a 0 

we have 

o x .xo .x 

:::: Je;:; K(x)dx + Je~ K(x)dx 
o 

J ( ) '0<_ a -e + IK(x)dx
 
a 2 0
 

<~(!!--e)+ K(O)xo < O.
 
a 2 2
 

Then, U'(x lJ ) < O. Therefore, there exists a z =- Z" Z, E (O,xo) , 
such that V'(z,):::: 0 and U (Z,) is a local maximum. 

Next, we prove 21 is unique. Suppose not, then there 

are at least two di fferent z's, say z, and z;, such that 
U'(z,)::::O, U'(z:)::::O and Z"Z;E(O,Xo)' Then, one is 

ZI (x-z 1 ) 

larger, say 0 < Z, < z: < Xo' Since U'(z,) =~ Je-"-K(x)dx 
u 

-'" 

:::: 0, we have 

Je~ K(x)dx =o. (6) 

zi (.rM~i) 

Also, V'(z:) = ~ Je " K(x)dx = 0 = V'(z,). Then 
u .oc' 

~i':J x z;.z; .l. Zl?1 x 

e-~ Je~ K(x)dx+ e-~ Ie~ K(x)dx =e-~ Je~ K(x)dx 

that is 

'Je~ K(x)dx =()~2!.!) -11 Je~ K(x)dx . 

~ ) 

Since z; > ZI' ee::") -1 > 0, and 'je~ K(x)dx < O. This 

contradicts Equation 6. Hence zJ :::: z; , that is, ZI IS unique. 

Now, consider the case when Z » Xo . We find 

-
z ,-, 

uV'(z)e v =a fe"K(x)dx 

:::: (a _e) +a 7e~ K(x)dx + afe~ K(x)dx + aje~ K(x)dx. 
2 0 " 7., 

Letting ol;(~-e)+afe~K(X)dx+aJe~K(X)dx, which is 
\2 0 ~ 

bounded, we have 
z _ x 

uV'(z)e~ =.0, +ak:;K(x)dx 
z, 

- , 
> .oJ + a je;:; ~l1,e-P'x },u 

l, 

=0,+ nJ,au {)~!'O} _)'-~")l'} 
1- p,u . 

Thus, when z -7 +00 , 

I11 ,OU J ('-~,vlz (J-~v)l, 1 
--Ie ) -e' (-7 00 

1- p,u l J' 

Hence, U'(z) > 0 when Z is sufficiently large, given condi

tions 2) and 3). So, there exists a z ~ Z2' Z2 E (xo,oo), such 

that V'(zz) = 0 and U(zz) is a local minimum. The claim 

now is that Z2 is unique. The uniqueness argument is the 

same as tbat given in the Lemma above. 

Lemma 3: For 2e < a, and U > 0, assume, besides (AI), 

that K(x) satisfies the following. 
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I) K(O)xo > ~(e _0)
202 

2) There exist 1n2 , P2 > 0 such that for x> xo' 

K(x) > n1 2e '''''. 

3) UP2 > I . 

Then, U'(::) > 0 on z > 0 . 

Proof: Let y (x) = K(O) (X -x) for 0 < x < X, where X
2 

X 

is the largest x in the intervaJ (O,xo] such that K(x):::: y2 (x) 

on (O,x o)' Then, for 0 < x < xo , let Y = 111ax{O,YJ . Hence, 

K(x)~y(x) on [O,xo]' Since 

x x 

fK(x)dx> fy(x)dx 
o 0 

=K(O) Aj(X _ x)dx = K(O)X
 
X 0 2
 

for Z E (0, xo), we have 

l :z x 

~ U'(z)e-;; = fe~ K(x)dx 
o 

-00 

o ... z x 

= Ie~ K(x)dx + Ie;; K(x)dx 
o 

>~.(a_81+K(0)Xo >0 
o 2 ) 2 . 

Let £1 == -~(~-B)+ K(O)x(J which is bounded. For 
2 a 2 2' 

Z E (xo' co) , 

~U'(z)e~ > £1 2 + Je~ K(x)dx 
a III 

X" 

['-p.,v) )111 U --- ~~Il 

> n + -'- -e V) > 0 
2 l-p2U .1 

Hence Li'(z) > 0 on z > 0, given conditions I) to 3). 

0< b
l 

< b, and 5- _ °2 = ~. From the Equation 5 and the 
- b b 2 

l 2 

assumption (A2), 

o x 

a I -{ -h, -h '} a ao1u 002 U 
e=--a ev ae ,. -o,e ' dx =-_._-+--

2 I 2 I + ubi l + ub, .4 
-:;0 • 

So, 2Bbtb2u2 + {(2B - aXbj + bJ-2a(02 -at)}u + (20-0)= O. 

[fwe let 0=2eb >0, b=(2B-aXb +bJ-2a(a,-a l )tb2 t 

and c=(28-a)<0, then 40c<0, which implies 

I . . -b+.Jb l -40c
vb 2 - 40c > b . Smce u > 0> we obtain U = . 

20 

Now, 

Z l JC-Z 

Li(z)=a IK(x)dx-a Ie~K(x)dx 

-co 

For z > 0, 
o Z -l () ~ -;l 1 ). 

U(z) = a f K(x)dx + a f K(x)d.x - ae"",;' fe~ K(x)dx·- ae"",;' fe~ K(x)dx 
{l tl 

I) 1 -z Il y 

= a J(a,e"'" - a,e"" jdx + 0 J!a,e -.\" - (J,e-b
., )dx - oe -;;- Je~ (o,e~' - a,e"" ldx 

. " 

- ae::; Je~ (a,e'h" - a,e-b"}dJ: 
o 

)
( \ ( -,
a a u ~I ' a o-,U _},... =a+al-..J.--'-je "+01..2+-,- e.' -h(u)e V 

b, I - ub, \. b, I - ub, 

For a numerical example, let 01 = 1>bl == I, O 2 = 1.5, b2 = 

3, and a==2.Then, K(x)=e-lxl-I.5e-jlxi whose graph is 

shown in Figure I and we have Xo = -0.5In(%J"" 0.2027, 

and K(O) = -0.5.
 
[n order to satisfy the cond itions in Lemma 2, we Jet
 

I. PI=1 and O<fI1
l 

<[. Then. K(x)=e- x
-

I 
2. - > PI = J, so that u < I . Then, for u> °,

() 
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.1" 

~O 2 

A(.\I 

-0 ~ 

8 =(_ 2u +~ :::: 1+ 3.5u - 1.5u
2 

or (68 + 3)u L +
I-\- U 1+ 3u 1+ 4u + 3u2 

(8G - 7)u + (28 - 2) =O. 

Thus, 

- (88 -7) + ~(88 _7)2 - 4(68 + 3)(28 - 2)
u = --------'------------'

2(68 + 3) 

- (88 - 7) +.J168 l
- 888 + 25
 

2(68+3)
 

· I -(SO-7)·r.J168'-8S8+25 I 16B'?B 10S Ince u < , < or + _ - > . 
2(68 + 3) 

. -2+168We obtain 8> '" 0.2. If we let (1 = 09741 then 
32 

K (O)xQ.. '" -0.05 , and ~(() _!!....):= -0.013 which satisfies the 
2 a 2 

· . 1)' L 2 Th .f f - 2 +168condItlon In emma. liS, I we c loose 
32 

< B < I, then U(z) is non-monotone for z > 0 as shown in 

Figure 2. 
On the other hand, in order to satisfy the cond itions 

in Lemma 3, we let 

I. P2=! and 0<111 <), Then, K(x)::::e-x 
2 

I.Se 3> > m e-P,> . 
2 

I . . -2+168
2. -" p, := I, so that u > I, that IS, 0 < 8 < . 

U • 32 

K(O)x I (8 a)lfwe let e:::: 0.1033 then lJ '" -0.05, and -, - -2 :::: 
2 a\ 

-0.448 wh ich satisfies the condition I) in Lemma 3. Then, 

U(z) is monotone increasing function for z > 0 as shown 
in Figure 3. 

0975 

.97 

(a) 

0965 

ur) 096 

0955 

...(), 0, , 02 03 05 

. 5 (b) 

[I(::.) 

05 

Figure 2. 

-4 

Graph of U(z) with 
and (b) zE(-4,10) 

-2 

8:= 0.974) , (a) Z E (-0.1,0.5) 

:.5 

U(::.) 

0,', 

20 dO 00 2C' 100 

Figure 3 Graph of U(z) with 8:= 0.1033 

4. Stability Analysis 

We will extend the results in a lemma in Zhang 
(2004), which described the stability of the traveling wave 
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fronts due to a pos itive connection kernel function, to 
analyze the stabi Iity of the fronts in the case, where the con
nection kernel function is of a lateral excitation type. Zhang 
defined a linear operator, L, on the space of bounded, con
tinuous, complex-valued functions on m, whose derivative 
was aIso defined on 91, bounded, and continuous. Zhang 
then went on to characterize the solution to the eigenvalue 
problem, which led to an eigenvalue (or Evans) function 

o (A >I)z 

ex J £(A) = I-~~ K(z)e " dz. (7) 
uU'(O) .'" 

Lemma 4: (Zhang, 2004) The Evans function is a complex 
analytic function, and it is real-valued if the eigenvalue 
parameter A.- is real. The complex number A is an eigen
value of the operator L if and on Iy if £(A) = O. 

From Evans' theorem, for exponential stability we 
need A.- = 0 to be a simple eigenvalue and the spectrum of L 
to be in the left half space, i.e. max {Re(;\.)IX E vel),;\. -;t o} ~ 
- k for some k > O. [n terms of the Evans function, the 
degree of the zero of E is equal to the order of the eigen
value, so we need £'(O)":f. 0, and for E(A) =0, A -;t 0, then 
Re(A)<O. 

o t 

Since £(0) = 0 implies uU'(O) = a JK(z)e-;;dz, 
-co 

we can rewrite in Equation 7 as 

o ()+\)2 

JK(z)e-U-dz 

E(A) = J ---=-"'=--~~-
o z

JK(z)e~ dz 

o (";';'1)2 0 Z 

Thus, £(A) = 0 ifand only if JK(z)e-U-dz = JK(z)e;:;dz. 
-00 0 z 

Note that £'(O);t. 0 only if JzK(z)e-;;dz":f. 0, and this 

follows from our existence result since we have imposed 

hypotheses guarantee ing A' (u) < 0 for a II u > 0 . 

Now, we consider the zeros of £ for K(x) = 

?-o,vl _ -0,1'1 where 0 < a < 0 . 0 < b < b and
OlE: 02 e I 2· l 2 

1 We will rescale by Jetting 0, = 1, b2 = 0 

2 

3
and b = 1 such that a> 1 , We then obtain aJ = -a, So,

l - 2 
-J'I 3 'alxlK(x) = e' - -oe ,0> I. Here, K(O) =1-1.50 and 

2 

x = 111(1 Sa), Since ifand only if 
o 0-1 

o (,«1)2 0 2 

JK(z)e _.~..- dz = JK(z)e;';dz, 

we may define 

o (A..I·I): 

j(A.-,o) = fK(z)e U dz. (8) 
-<Xl 

Given a and f), 0 < 2f) < a , from Theorem I, u is given 

a !.. I (J 
by JK(z)eUdz = - - -. Thus, 

2 a 
-(I(.' 

-.!.au 2 -u(I.5a-1Xl+A) I (j 
f(A,a)=, 2 =--- (9)

A'+(2+u+au)A+J+u+au+au 2 2 a 

where the integral in Equation 8 assumes Re(A.-) + [ + U > O. 
[fnow we define 

u(1 .50 - I)

A=2+u+ou+ f)'
 

0.5-
a 

and 

2 au 2 +(3a-2)u
B=l+u+au+au + 2f)' 

I- 
a 

Thus, Equation 9 can be written as the quadratic equation 

(10) 

For any root A =P + ai, p, a E ~:n , the real and imagin

ary parts of the left hand side of Equation 10 must be zero, 
namely 

p2 _ 0'2 + Ap + B = 0 ( I 1) 

and 

A er + 2 per = 0 . (12) 

For Equation 12 to hold, either er ::: 0, so A.- is real, which 

implies p2 + Ap + B = 0, or else er 7: 0, so that p = _.'i. 
2 

From Equation J I, this implies 

2 
2 2 A er = p + Ap + B = B - -' 

4 

But A = 0 must be a solution to Equation 9, hence Equation 

A 2 

10 becomes B=O, which gives er 2 =--. But this con
4 

tradicts er being a real number, so the only roots are p = 0 

and p=-A. 
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For stability we need 0�A . From the definition of
A as before, we have 0�A . Thus, for this class of kernel
functions, the wave front solutions are stable.

5. Conclusion and Discussion

In this study we have examined the shape of traveling
wave front solutions for a neural network model with lateral
excitatory connectivity. We give a characterization of the
wave front shape that depending on the size of a threshold
parameter . We found that in the case of a high threshold
potential or low wave speeds the wave shape is non-mono-
tone, but in case of a low threshold potential or high wave
speeds the wave shape becomes monotone.

This study analyzed the theoretical model for net-
works of nerve cells that is important for the progress in
understanding spatially structured activity seen in neural
tissues such as how the activity patterns are generated, and
suggesting new types of medications to treat some neurologi-
cal diseases.
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